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Abstract
This study focuses on the geometrical deformations introduced by relief in images captured by the TM sensor of Landsat satellites and by the HRV sensor of SPOT satellites. Different correction alternatives are presented in order to incorporate altitude data into correction procedures based on first-degree polynomial models. Column and row determinations from the corresponding map coordinates are carried out independently. Three different models for columns and two for rows are proposed. The results have been contrasted with those obtained using classic first- and second-degree polynomial calculations, and with those obtained using an orbital model (for SPOT images). The models presented are easy to implement and provide a level of precision similar to that of the orbital model used, while they are much more efficient in calculation time. In view of the results, the model which integrates altimetric data into a single first-degree polynomial seems of particular interest.

Introduction
Due to the complex characteristics of the Earth-sensor system, images obtained from resource observation satellites suffer from several distortions that make them not directly superimposable on a map. Among those characteristics, we might mention the deformation produced by the conical perspective in which the images are captured, aggravated by Earth curvature and relief, the simultaneous movements of terrestrial rotation and satellite orbit during image capture, and the attitude of the sensor in space, which, whether involuntarily or intentionally, does not always have a view perpendicular to the terrain surface at the center of the image. This last factor is of particular importance in the SPOT satellite, capable of taking images with a lateral inclination angle up to $\pm 27^\circ$.

Classically, the process of geometric correction of images has been approached by employing two different methods (Billingsley, 1983), each of which requires knowledge of one or more ground control points (GCPs). The first one is based on orbital models, deliberately physical in conception, which aim to grasp and model the distortions in order to lead them back towards the desired cartographic projection. The second method, more empirical in conception, aims to convert the image into a map by finding transformation polynomials; this method usually requires a higher number of GCPs.
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In this study, we aim to
- incorporate the effect of relief into polynomial-based geometric correction models and apply them to TM (Landsat) and HRV (SPOT) images (the models have a different geometric fidelity, and they will be comparatively tested); and
- make an experimental check on the improvements achieved by these methods, comparing the results to those obtained using the classic polynomial models — in which account is not taken of relief — and to an orbital model (for SPOT only).

Orbital Models, Correction of SPOT Images, and Orbital Model Used
The ideal situation implementing a correction process based on physical models demands that the data be in a raw state, i.e., as captured at the sensor. In this situation, which we may consider equivalent to that of SPOT Level 1A, the pixels have the nominal size (e.g., 10 m, 20 m, etc.) only at the nadir, while they are "bigger" the further we move to the sides of the image. In addition, other deformations must be taken into account, such as Earth curvature and rotation, orbital movement of the satellite, attitude of the sensor, non-linearity of sensor movement in the exploration devices (multiplexers, scanners), relief, etc.

Orbital models try to correct the image by taking into account the maximum number of these parameters and integrating them into a geocentric reference system (Labovitz and Marvin, 1986; Salamonowicz, 1986; Light, 1986; Marvin et al., 1987; Gugan, 1987; Rodríguez et al., 1988; Kratky, 1988). If we have a digital elevation model (DEM), we can correct for the effect of relief by means of the collinearity equations, that relate the position of each point of the territory (defined by its three Cartesian coordinates in the corresponding geometric space) with that of the sensor (also three coordinates). These equations require knowledge of the sensor attitude, defined by the three angles yaw (x), roll (o), and pitch (d) (Wong, 1986). Various approaches can be taken in order to simplify the process, such as assuming that the attitude of the sensor is constant, or allowing that some parameter, such as pitch, changes linearly with time.

The main advantage of orbital models is their high precision and robustness, as a consequence of their physical foundations, while their chief disadvantages lie in their implementation complexity and, above all, the amount of calculation time required.

Although raw data correction by using orbital models may seem optimum, this is not the type of material that common users of high spatial resolution satellites usually re-
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quire. These users opt for Landsat TM or SPOT 1B products because they want the data for thematic studies — in which planimetric precision is not usually critical — rather than for pure cartography; those images are corrected for the major systemic distortions and are superimposed on a map by means of a simple polynomial correction. Furthermore, commercial software packages rarely offer the possibility of rectifying according to orbital models.

If there is no software available to apply orbital models, the 1A format images can be converted into 1B format using the coefficients provided by SPOT-Image. With regard to Landsat TM images, data in raw form are not usually commercialized, so that users cannot apply corrections based on orbital models; examples of this type of correction are to be found in Labovitz and Marvin (1986) and Marvin et al. (1987); this last work points out that orbital models for SPOT are easier to implement due to the absence of scanning machinery.

In order to verify the results of the different models we propose, we will use the Gugan (1987) orbital model on SPOT 1A images. That model has seven parameters: orbit semi-major axis, orbit inclination, true anomaly, ascending node, and three angles of sensor attitude. We have introduced two modifications into this model: the first consists in taking a constant orbital radius (circular orbit) on the set of rows of each image, and the second consists in allowing a change of attitude as a function of time. Attitude for SPOT images may be considered to be constant, or changes of all or some of the three angles may be allowed. Thus, for example, we find that Rodriguez et al. (1986) assume that the three angles are constant, while Salamonowicz (1986), Konecny et al. (1987), and Novak (1992) allow a linear change for all three angles, and Priebbenow and Clerici (1988) assume a linear variation for yaw and roll and a quadratic variation for pitch. We have decided to take yaw and roll as constant and allow a linear change in pitch as a function of time, so that there are four attitude parameters, and the model as a whole has eight parameters.

Models Based on Polynomials. Correction of Landsat TM and SPOT HRV Images

On a SPOT 1B image or on a Landsat TM image, the majority of the effects mentioned in the previous section (excepting relief) have been corrected by means of preprocessing. In the case of SPOT, this preprocessing is carried out using models based on third-degree polynomials, established to correct systematic deformations (conical perspective, curvature of the Earth, etc.) (SPOT-Image, 1986); in the case of TM, the effect of mirror movement and deviations of attitude (systematic correction; Labovitz and Marvin (1986)) are also corrected.

If the surface of the Earth had no mountains, these transformations would provide an image directly superimposable on a map using elementary transformations. These transformations (rotation, shift, and change of scale) are achieved by adjusting a first-degree polynomial with GCPs. This polynomial has the form

\[
\text{Col} = A + Bx + Cy \\
\text{Row} = A' + B'x + C'y
\]

in which

Col and Row are the column and row coordinates on the image.

x and y represent the map coordinates, and

A, B, C, A', B', C' are the polynomial coefficients.

Polynomial expressions are characterized by a great capability for absorption of accidental distortions. This is one of their most attractive aspects, as opposed to the rigidity of orbital models.

As noted earlier, these corrections do not include relief, so that, if the zone presents an uneven relief, it can be useful to apply a higher-degree polynomial in order to reduce deformation (Chuvieco, 1990). One should be reminded here that a higher-degree polynomial will almost always provide greater accuracy at the GCPs, although it will require more GCPs and will introduce unexpected effects far away from them, those effects being greater the higher the degree of the polynomial. The second-degree polynomials give the following expression:

\[
\text{Col} = A + Bx + Cy + Dx^2 + Ey^2 + Fxy \\
\text{Row} = A' + B'y + C'y + D'x^2 + E'y^2 + F'xy
\]

Billingsley (1983) shows the effects of each term of Equations 3 and 4.

Magnitude of the Displacement Due to Relief

It has sometimes been stated that the displacement due to relief is unimportant due to the enormous flight height of satellites in relation to the heights of mountains (Billingsley, 1983, page 763; Novak, 1992; Ardizone et al., 1993). In other cases, the effect of relief is simply not mentioned (Lillesand and Kiefer, 1987), although, as we shall see below, that assumption is not entirely correct.

The effect of displacement due to relief depends very strongly on flight height, on the area taken in by each image (that is, the total field of view, or total FOV of the sensor), and, of course, on the magnitude of the relief. We will now formulate and quantify the amount of displacement, first without taking account of curvature of the Earth and then taking account of it.

Calculation of the Displacement without Taking Account of Curvature of the Earth

Presupposing a flat Earth, we must focus on the situation presented in Figure 1, in which the origin of coordinates is
the nadir of the sensor; the Y axis is defined by the line link-
ing the sensor and the nadir; and the X axis, orthogonal to
the former, links the point to be considered — at height 0 —
with the origin of coordinates. We will call L the coordinate
of this point along the X axis, z the height of this point, Dp
the displacement in the direction of the X axis, H the flight
altitude of the satellite over the reference surface, S the posi-
tion of the satellite, S' the position of the problem point over
the terrain, and S" the projection of S' over the X axis.

At any given point, we have

\[ \frac{H}{z} = \frac{(L + Dp)}{Dp}. \]

The displacement due to relief will be given by the equation

\[ Dp = \frac{Lz}{H - z}. \]

Given that H is much greater than z, the following simplifi-
cation can be used for practical purposes:

\[ Dp = \frac{Lz}{H}. \]

For Landsat, for example, and in very extreme cases —
such as taking \( L = 90 \) km, \( z = 3 \) km, and \( H = 705.3 \) — this
simplification involves an error of only 1.6 m (computed as
the difference between Equations 6 and 7).

According to Equations 6 or 7, a lateral point of a TM
image placed at 3,000 metres above sea level will be dis-
placed by nearly 13 pixels. Nevertheless, it should be taken
into account that the classic polynomial calculations (Equa-
tions 1 and 2) can scale the images and automatically spread
the errors between the GCPs on the highest peaks and those
on the deepest valleys or at sea level. Under such circum-
stances — for example, with heights between 0 and 3,000
metres in an image — we could have important errors of
more than 6 pixels at sea level and at the peaks.

Calculation of the Displacement Taking Account of Curvature of the Earth

Appendix 1 provides a derivation of the displacement for-

mla taking account of the curvature of the Earth. As can be
observed, the calculation process is less direct than with the
assumption of a flat Earth. Table 1 shows displacement val-
ues calculated using both methods, making clear that in ex-
treme cases the differences can be substantial. As can be
observed, consideration of Earth curvature is only of impor-
tance when we find major elevation differences at the edges
of the image. For vertical SPOT images, the differences are
smaller than in Landsat images, because the satellite flight
height is 100 km higher and the field of view leaves 30 km
on either side (some 2.5° per side). Similarly, in oblique
views starting from 5.13°, the angle at the furthest lateral
side edge from the nadir (at about 106 km or 7.28°) pro-
duces, for \( z = 3 \) km, displacements which are comparable to
those of Landsat, although in pixels they are now considera-
bly greater. Table 1 illustrates this effect, together with the
fact that the curvature of the Earth becomes increasingly im-
portant with more oblique angles.

### Table 1. Calculation of the Displacement Due to Relief Considering the Flat and the Curved Earth Models, Example for Landsat-5 TM, and for SPOT-1 HRV, Giving H a Value of 832 km and R a Value of 6370 km. Inclinations Are Given for the Image Midpoint, and the Calculation Is Done Taking L Close to the Furthest Edge from the Satellite Nadir. I: Inclination (SPOT, Image Center); L: Distance to the Nadir; z: Point Elevation; Dp: Displacement Due to Relief.

<table>
<thead>
<tr>
<th>I</th>
<th>L</th>
<th>z</th>
<th>Dp (Flat Earth)</th>
<th>Dp (Curved Earth)</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>TM</td>
<td>90 km</td>
<td>3 km</td>
<td>384 m</td>
<td>427 m</td>
<td>43 m</td>
</tr>
<tr>
<td></td>
<td>90 km</td>
<td>1.5 km</td>
<td>12.8 pixels</td>
<td>14.2 pixels</td>
<td>1.4 pixels</td>
</tr>
<tr>
<td></td>
<td>90 km</td>
<td>3 km</td>
<td>6.4 pixels</td>
<td>7.1 pixels</td>
<td>0.7 pixels</td>
</tr>
<tr>
<td></td>
<td>50 km</td>
<td>3 km</td>
<td>214 m</td>
<td>237 m</td>
<td>24 m</td>
</tr>
<tr>
<td></td>
<td>50 km</td>
<td>1.5 km</td>
<td>7.1 pixels</td>
<td>7.9 pixels</td>
<td>0.8 pixels</td>
</tr>
<tr>
<td></td>
<td>106 km</td>
<td>3 km</td>
<td>3.6 pixels</td>
<td>4.0 pixels</td>
<td>0.4 pixels</td>
</tr>
<tr>
<td>HRV</td>
<td>5.13°</td>
<td>106 km</td>
<td>385 m</td>
<td>445 m</td>
<td>50 m</td>
</tr>
<tr>
<td></td>
<td>5.13°</td>
<td>106 km</td>
<td>192 m</td>
<td>217 m</td>
<td>25 m</td>
</tr>
<tr>
<td></td>
<td>5.13°</td>
<td>106 km</td>
<td>9.6 pixels</td>
<td>10.9 pixels</td>
<td>1.3 pixels</td>
</tr>
<tr>
<td></td>
<td>10°</td>
<td>179 km</td>
<td>32.4 pixels</td>
<td>36.8 pixels</td>
<td>4.4 pixels</td>
</tr>
<tr>
<td></td>
<td>10°</td>
<td>179 km</td>
<td>648 m</td>
<td>735 m</td>
<td>87 m</td>
</tr>
<tr>
<td></td>
<td>20°</td>
<td>339 km</td>
<td>324 m</td>
<td>367 m</td>
<td>44 m</td>
</tr>
<tr>
<td></td>
<td>20°</td>
<td>339 km</td>
<td>16.2 pixels</td>
<td>18.4 pixels</td>
<td>2.2 pixels</td>
</tr>
<tr>
<td></td>
<td>20°</td>
<td>339 km</td>
<td>61.3 pixels</td>
<td>70.1 pixels</td>
<td>8.8 pixels</td>
</tr>
<tr>
<td></td>
<td>27°</td>
<td>464 km</td>
<td>612 m</td>
<td>700 m</td>
<td>88 m</td>
</tr>
<tr>
<td></td>
<td>27°</td>
<td>464 km</td>
<td>30.6 pixels</td>
<td>35.0 pixels</td>
<td>4.4 pixels</td>
</tr>
<tr>
<td></td>
<td>27°</td>
<td>464 km</td>
<td>61.2 pixels</td>
<td>70.6 pixels</td>
<td>8.8 pixels</td>
</tr>
<tr>
<td></td>
<td>27°</td>
<td>464 km</td>
<td>167.9 pixels</td>
<td>194.2 pixels</td>
<td>26.2 pixels</td>
</tr>
</tbody>
</table>

The calculation process is less direct than with the
assumption of a flat Earth. Table 1 shows displacement val-
ues calculated using both methods, making clear that in ex-
treme cases the differences can be substantial. As can be
observed, consideration of Earth curvature is only of impor-
tance when we find major elevation differences at the edges
of the image. For vertical SPOT images, the differences are
smaller than in Landsat images, because the satellite flight
height is 100 km higher and the field of view leaves 30 km
on either side (some 2.5° per side). Similarly, in oblique
views starting from 5.13°, the angle at the furthest lateral
side edge from the nadir (at about 106 km or 7.28°) pro-
duces, for \( z = 3 \) km, displacements which are comparable to
those of Landsat, although in pixels they are now considera-
bly greater. Table 1 illustrates this effect, together with the
fact that the curvature of the Earth becomes increasingly im-
portant with more oblique angles.
If we do not wish to allow displacements over a certain limit, we can calculate — for several distances \( L \) — which \( z \) would cause a displacement greater than that limit. Figure 2 shows these \( z \) values based on 2-km \( L \) intervals and at two limits: 0.5 pixels, which we consider to be the tolerable error limit in an \textit{a priori} approach, and 0.2 pixels, which is that proposed by Marvin \textit{et al.} (1987). For oblique SPOT views, this effect is even more significant.

**Incorporation of Relief into the Models Based on Polynomials**

As we mentioned earlier, the Landsat TM and SPOT 1B images have been "corrected" for the main distortions inherent in the geometry of the capturing system, so that, in order to adapt them to a certain cartographic projection, we have to apply first a transformation of the type rotation plus change of scale plus shift, and, then, correct for the effects of displacement due to relief. The first correction can be achieved with the aid of first-degree polynomials such as those described earlier; the second calls for consideration of the deformations produced by relief, and, as we have seen, at least two approximations are possible: one which takes account of the curvature of the Earth and one which does not.

In neither case is it essential to have an extremely detailed DEM, either planimetrically or altimetrically, because, as can be deduced from Equation 7, \( z \) errors of 100 metres lead, for \( L = 90 \), to errors in displacement calculation lower than 0.5 pixels (Landsat).

In the next sections we outline several approximations which permit the incorporation of relief in models based on polynomials. Previously, it must be considered that

- We will be positing an inverse rectification model (Novak, 1992), in which image coordinates (Column, Row) will be obtained on the basis of the map coordinates (e.g., UTMN, UTM).
- Once the coordinates (Column, Row) have been obtained, they must be repositioned taking account of displacement factors due to relief.
- In order to compute the displacement factors of the columns, we must know, for each row of the image, the column in which the nadir is situated. In the area covered by an image, the trajectory of the satellite can be considered as a straight line, and we will have a nadir equation with the form

\[
\text{Col} = m \cdot \text{Row} + n
\]

where \( \text{Row} \) is a row in the image, and \( \text{Col} \) is the column in which the nadir is situated in that row.

In the case of TM, and for a full frame, we could take the line which passes through the center of each row of the image. However, this would oblige us to consider, for each image, if we are working with a full frame, a quarter frame or a minor subscene, making the appropriate corrections in each case. Furthermore, for oblique SPOT images, it can prove even more difficult to decide which one is the straight line equation. We therefore felt that it would be more useful to leave \( m \) and \( n \) as unknowns, so that they could be deduced at each calculation.

In general terms, therefore, rectification of the columns will follow the next protocol: i.e.,

1. For each pixel of the resulting image, whose map coordinates are known \textit{a priori}, calculation is carried out using Equations 1 and 2 to find which coordinate (\( \text{Col}_{i}, \text{Row}_{i} \)) in the original image would correspond (ignoring relief).
2. Knowing \( \text{Row}_{i} \), Equation 8 can be used to find the column in which the nadir is situated.
3. The distance to the nadir column can now be calculated (parameter \( L \)).
4. The height of that coordinate is read from the DEM and, using the appropriate formula (flat Earth or curved Earth models), the displacement undergone by that point is calculated (\( Dp \)).
5. The column, \( \text{Col}_{i} \), on which the point of interest is projected is calculated and the DN corresponding to (\( \text{Col}_{i}, \text{Row}_{i} \)) is read.
6. If the rectification does not follow the nearest neighbor method, the necessary algorithms are applied (bilinear interpolation, etc.).

The rectification protocol of rows is almost the same, but modifying the third step to calculate the distance to the nadir row instead of the distance to the nadir column, and also changing the fifth step to obtain the row, \( \text{Row}_{i} \), in which the point is projected.

The parameters appearing in each approach can be obtained using the technique of unified approach to least-squares adjustment, described by Mikhail (1976) and used in a similar case by Salamonowicz (1966).

**Incorporation of Relief in Calculating Columns**

\textit{Model which Does not Take Account of Curvature of the Earth}

The function to be minimized will be given by the next process, which follows the general protocol described above:

\[
\begin{align*}
\text{Row} & = A' + B'x + C'y \\
\text{Col}_{i} & = A + Bx + Cy \\
L & = \text{Col}_{i} - \text{Col}_{j} \\
Dp & = Lz/(H-z) \\
\text{Col}_{i} & = \text{Col}_{j} + Dp
\end{align*}
\]

We should note that \( \text{Row} \) must be obtained in order to calculate the column of the nadir, \( \text{Col}_{i} \). If wished, the process can be summed up using the expression:

\[
\begin{align*}
\text{Row} & = A' + B'x + C'y \\
\text{Col}_{i} & = A + Bx + Cy \\
& \quad + \{(A + Bx + Cy - (m+n\text{Row}))/z\}([H-z])
\end{align*}
\]
Following this approach, there are five parameters \((A, B, C, m, n)\) to solve the expression of the columns. We will call this model the flat Earth model.

**Simplification of the Previous Model. Integration into a Single Polynomial**

Using the same simplification that allows us to derive Equation 7 from Equation 6, we can rewrite Equation 9 in the form

\[
\text{Col}_i = A + B x + C y + \left(\frac{(A + B x + C y - (m + n Row))}{H}\right) z \tag{10}
\]

We can substitute \(\text{Row}\) as a function of its expression (Equation 2) and, reordering terms, we have

\[
\text{Col}_i = A + (B + B' n/H) x + (C + C' n/H) y + \frac{(A/H)}{z} + \frac{(A' n/H - m/H)}{z} + (B/H) z x + (C/H) z y \tag{11}
\]

We can now define the coefficients \(x, y, z, x, y\), and \(z y\) as new constants \((B', C', D', E', F')\) to solve the expression of the columns — one more than in the previous case — but this approach offers two advantages which make the expression attractive. First, it is not necessary to know the value of \(H\), which adjusts automatically within the corresponding terms. Second, and in comparison with Equation 9, the polynomial obtained is easier to adjust to the GCPs and is faster to execute when rectifying the image.

On the other hand, we should note that the nadir line \((m + n Row)\) is not obtained explicitly, but is included within the general expression. The main advantage deriving from the dilution of the more physical parameters \((H\) and the above-mentioned nadir line\) is the greater flexibility of the model, which in some cases can absorb other non-systematic parameters which the strict flat Earth approach does not consider. However, this flexibility can represent a danger if the GCPs contain major location errors, because this problem will become less obvious in the adjustment process (though not in the test process).

Because Equation 12 is a polynomial, we will call the models which make use of it **polynomial models with z**.

**Model Taking Account of the Curvature of the Earth**

The function to be minimized will be given by the following process, which comes after the general process described above:

\[
\text{Row} = A' + B' x + C' y \tag{1}
\]

\[
\text{Col}_i = A + B x + C y \tag{2}
\]

\[
L = (\text{Col}_i - \text{Col})_p x \tag{3}
\]

Note that we must now multiply by \(pix\) in order to obtain \(L\) in the same magnitude as the map coordinates.

The calculations of Appendix 1 are applied in order to find the displacement, \(Dp\):

\[
Dp = [(x_i - x_n)^2 + (y_i - y_n)^2]^{1/2} \tag{4}
\]

In the \(Dp\) calculation, its sign has been lost, so \(\text{Col}_i\) is calculated using the conditions:

\[
\text{if } L \geq 0 \quad \text{then} \quad \text{Col}_i = \text{Col}_i + \frac{Dp}{pix} \tag{13}
\]

\[
\text{else} \quad \text{Col}_i = \text{Col}_i - \frac{Dp}{pix} \tag{14}
\]

Note that the \(\text{Row}\) must be obtained in order to calculate the nadir column, \(\text{Col}\).

In this approach there are five unknowns \((A, B, C, m, n)\) to resolve the expression of the columns, as in the case of the flat Earth model. It has the advantage of being physically more real than the two previous approaches, combined with the reliability of the more rigid models. On the other hand, as in the flat Earth models, it has the disadvantage of having to assume a value for \(H\) and of being even more complex to adjust and slower in calculation. We shall call this model the curved Earth model.

**Incorporation of Relief in Obtaining Rows**

Consideration of the effect of relief in the image rows is important if there is a certain pitch at the moment of capturing the image, or, in other words, if the sensor "looks forward or backward." The time required by SPOT HRV to take an image is about 9 seconds (Gugan, 1987), while that taken by Landsat TM is about 25 seconds (Labovitz and Marvin, 1986). If we call the angle of pitch \(\phi\), we can write

\[
L = \frac{H \tan \phi}{z} \tag{15}
\]

and rewrite Equation 6 as

\[
Dp = \frac{H \tan \phi}{z} (H - z) \tag{16}
\]

From this equation, it can be seen that a pitch value of \(0.285^\circ\) will lead to half-pixel deformations for \(z = 3\ km\) when considering Landsat 5 TM. (It should be remembered that first-degree polynomials will tend to halve deformations, as they will spread them between the maximum and minimum measurements, as we mentioned above for columns.)

This effect is considered automatically in the orbital models, as they take account of the attitude of the sensor and allow for this possibility. In the case of SPOT, it is a recognized factor (Konecny et al., 1987; Gugan, 1987; Priebbenow and Clerici, 1988; Kratky, 1988). In the case of Landsat, Beyrer (1983) indicates the presence of movements with values in the range of \(2 \times 10^{-4}\) degrees for Landsat 4 TM, and Labovitz and Marvin (1986) indicate values in the range of \(10^{-6}\) degrees/second (1σ) for Landsats 4 and 5 after the systematic corrections; these quantities (certainly very small) seem to indicate that consideration of this effect on Landsat TM is not important. Nevertheless, we will test this experimentally.

Given that the angles of pitch are never very large and that the deformations arising in this case are potentially smaller than those which arise in the case of columns, we opted to ignore the curvature of the Earth. Assuming, therefore, a flat Earth, two approximations are possible: one considering the angle of pitch to be constant, and another which allows for an evolution of this angle throughout the rows of the image. In both cases we applied a model that is analogous to the polynomial with \(z\) because, for calculation of the displacement \((Dp)\), it uses the simplification introduced into Equation 7.

**Constant Pitch Model**

In this case we will consider the distance to the nadir to be constant. The function to be minimized will be that given by the next process, which follows the general process de-
Images, Data, and Evaluation Methods

Images and Data Used

In order to compare the results obtained with the different techniques outlined, we used GCPs on TM and SPOT images over the central and eastern Pyrenees, in areas of strong hypsometric contrasts. The points were sought on the 1:5,000-scale (UTM projection) orthophotomaps published by the Institut Cartogràfic de Catalunya (ICC). The elevations \( z \) of the GCPs were obtained from the DEM of the ICC (resolution in \( x \) and \( y \): 15 m).

Table 2 provides a summary of the principal characteristics of these images, together with the abbreviations which we will use henceforth.

Evaluation Methods

For each geometrical correction method proposed, we evaluated its precision, its simplicity of implementation, and its performance.

In order to evaluate precision, we applied the most frequently used estimator in geometrical corrections, i.e., the square root of the mean of the residual error squared at each GCP, which, following Slama (1986), we will simply call RMS. We shall define RMS as the error in estimation of the columns, RMS as the error in determination of rows, and RMS as the error in the overall determination of columns and rows.

With this approach, there are six unknowns \( (A', B', C', D'', E'', F'') \) to resolve the expression of the rows. We shall call this model the variable pitch model.

Images, Data, and Evaluation Methods

In order to compare the results obtained with the different techniques outlined, we used GCPs on TM and SPOT images over the central and eastern Pyrenees, in areas of strong hypsometric contrasts. The points were sought on the 1:5,000-scale (UTM projection) orthophotomaps published by the Institut Cartogràfic de Catalunya (ICC). The elevations \( z \) of the GCPs were obtained from the DEM of the ICC (resolution in \( x \) and \( y \): 15 m).

Table 2 provides a summary of the principal characteristics of these images, together with the abbreviations which we will use henceforth.
Results and Discussion

We will use the following notation:

- P1 refers to a first-degree polynomial correction;
- P2 refers to a second-degree polynomial correction;
- PZ IN C refers to a first-degree polynomial correction for the columns according to the polynomial model with z;
- FE IN C refers to a first-degree polynomial correction for the columns with correction of displacement due to relief according to the flat Earth model;
- CE IN C refers to a first-degree polynomial correction for the columns with correction of displacement due to relief according to the curved Earth model;
- PZ1 IN R refers to a first-degree polynomial correction for the rows, which integrates the z values according to the constant pitch model;
- PZ2 IN R refers to a first-degree polynomial correction for the rows, which integrates the z values according to the variable pitch model; and
- ORBITAL refers to the orbital correction outlined in the corresponding section, which simultaneously determines rows and columns.

Columns

Table 3 shows the RMS errors produced by the different geometrics of geometric correction in obtaining the columns, for both adjustments and tests.

TM: We can clearly highlight two facts. First, we can see that, with respect to the classic polynomial corrections, the introduction of relief provides an improvement both in the adjustments and in the tests. The most notable difference concerns the first-degree polynomial, which does not manage to reduce the error below a pixel. With respect to the second-degree polynomial, we see that, although it does give better results than the first-degree polynomial, the errors remain higher than any of the models with z. The second fact to be emphasized is that the three models with z provide very similar results, any of them appearing to be clearly better than the others.

SP-P: We see that the strong lateral inclination makes it impossible to achieve satisfactory correction with first- or second-degree polynomials; we should note that, in an area in which the GCPs are distributed along an elevation interval of nearly 2,000 metres, the errors are very large, never falling below an average of 5.5 pixels, which means that the errors at higher or lower elevations are even greater. The improvement obtained with the incorporation of relief is radical: the error level is well below one pixel, being highly similar to that achieved with the orbital model. As in the case of TM, the three models with z give comparable results.

SP-XS: The situation here is similar to the previous case, although the errors are smaller. We might note, too, that the second-degree polynomial gives misleading error values in the adjustment, because nearly all of them are doubled in the test; this foreseeable fact has already been mentioned above.

SEG-P: The more moderate lateral field of view (2.3°) means that the response of the polynomials is not as defective as before, though it remains unsatisfactory, especially on the test points. Once again, the results with incorporation of relief into the polynomial-based models are highly satisfactory, giving even subpixel precision in this segment of four spot images. Despite the results not seeming to be as good as in the orbital model, it is remarkable that such simple models as PZ can maintain high geometrical quality throughout 200 by 60 kilometres of image with pixels of 10 m. We think this can be explained by the model’s ability to absorb the different variables which contribute in the image geometry.

In short, regarding the different geometrical correction methods for obtaining the columns, the orbital model appears to be highly solid, because it retains very low error levels in all situations. Protocols which incorporate relief into polynomial-type models also provided very acceptable results for cartographic applications in all the situations considered, even in the case of segments of four spot images. Among the various models tested, the curved Earth model always came out the best or amid the best results; outstanding for its simplicity and good results is the model which integrates the elevations into a single polynomial (PZ). The results in models which incorporate altitudes were always better than those obtained with the classic polynomials, although some of the models we posited had a degree of complexity very similar to the latter and much lower than that of the orbital models.

Rows

Table 3 shows the RMS errors produced by the different geometrical correction methods in obtaining rows.

TM: There seems to be a distortion factor which is not explained by the first-degree polynomial or by the constant pitch model, in view of the small improvement obtained by using a second-degree polynomial or, even more so, the variable pitch model. The results are nevertheless acceptable in all cases, which is in accordance with the absence of major pitch in the TM data about which we commented earlier.

SP-P: We see that the more mathematically complex polynomial-based models (P2 and PZ2) present worse results in the test. Probably the real pitch of the satellite was small and, in this case, these models only explain accidental variations or imprecisions in the placing of the GCPs, which means that the adjusted function does not respond optimally with the test points.

SP-XS: The pitch consideration does seem to be important here, and we thus achieve results which are perfectly comparable with the orbital model (PZ1) or even better (PZ2). On the other hand, despite the good results in the adjustment, the second-degree polynomial is unable to provide satisfactory test results.

SEG-P: The results point again to the advisability of considering a variable pitch throughout the image, as in the orbital model or in PZ2, although the second-degree polynomial also gives good results.

In short, regarding the different geometrical correction methods for obtaining rows, we can conclude that the orbital model proves once more to be the most suitable one, although in the majority of cases the variable pitch consideration integrated into the rows polynomial can provide very acceptable results. We should nevertheless point out that in this case the errors detected are much smaller and consideration of relief is not so necessary.

Columns and Rows Together

Table 3 shows the overall RMS errors produced by the different geometrical correction methods for obtaining the columns and rows together; we will not provide details here, however, because the appropriate argument can be deduced by combining the remarks made for columns and rows separately.

Note: In all these cases, when the treatment for rows is not specified, it should be understood that a first-degree polynomial was applied.

Performance

Table 4 shows the time taken by a VAXStation 3100 computer to correct an image of 1024 pixels by 1024 pixels with the methods posited; we have also indicated there the execution factor time with respect to P1. In view of the results, we can classify the processes into three groups:

The first is made up of those methods which involve a
TABLE 3. RMS ERROR (IN PIXELS) PRODUCED BY THE DIFFERENT METHODS IN OBTAINING THE COLUMNS, THE ROWS, AND COLUMNS AND ROWS TOGETHER. NOTATION IN TEXT.

COLUMNS

<table>
<thead>
<tr>
<th>Method</th>
<th>P1</th>
<th>P2</th>
<th>PZ IN C</th>
<th>FE IN C</th>
<th>CE IN C</th>
<th>ORBITAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>TM</td>
<td>1.41</td>
<td>0.75</td>
<td>0.70</td>
<td>0.70</td>
<td>0.70</td>
<td>—</td>
</tr>
<tr>
<td>Test</td>
<td>1.07</td>
<td>0.62</td>
<td>0.56</td>
<td>0.57</td>
<td>0.53</td>
<td>—</td>
</tr>
<tr>
<td>SP _ P</td>
<td>6.41</td>
<td>5.51</td>
<td>0.59</td>
<td>0.60</td>
<td>0.59</td>
<td>0.59</td>
</tr>
<tr>
<td>Test</td>
<td>6.83</td>
<td>5.73</td>
<td>0.68</td>
<td>0.72</td>
<td>0.68</td>
<td>0.61</td>
</tr>
<tr>
<td>SP _ XS</td>
<td>2.09</td>
<td>1.76</td>
<td>0.68</td>
<td>0.71</td>
<td>0.72</td>
<td>0.60</td>
</tr>
<tr>
<td>Test</td>
<td>2.43</td>
<td>3.29</td>
<td>0.92</td>
<td>0.86</td>
<td>0.85</td>
<td>0.67</td>
</tr>
<tr>
<td>SEG _ P</td>
<td>1.20</td>
<td>1.08</td>
<td>0.66</td>
<td>0.67</td>
<td>0.67</td>
<td>0.50</td>
</tr>
<tr>
<td>Test</td>
<td>1.67</td>
<td>1.52</td>
<td>0.75</td>
<td>0.73</td>
<td>0.73</td>
<td>0.52</td>
</tr>
</tbody>
</table>

ROWS

<table>
<thead>
<tr>
<th>Method</th>
<th>P1</th>
<th>P2</th>
<th>PZ1 IN F</th>
<th>PZ2 IN F</th>
<th>ORBITAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>TM</td>
<td>0.60</td>
<td>0.51</td>
<td>0.59</td>
<td>0.47</td>
<td>—</td>
</tr>
<tr>
<td>Test</td>
<td>0.77</td>
<td>0.69</td>
<td>0.79</td>
<td>0.64</td>
<td>—</td>
</tr>
<tr>
<td>SP _ P</td>
<td>0.56</td>
<td>0.38</td>
<td>0.55</td>
<td>0.55</td>
<td>0.55</td>
</tr>
<tr>
<td>Test</td>
<td>0.60</td>
<td>0.76</td>
<td>0.60</td>
<td>0.69</td>
<td>0.57</td>
</tr>
<tr>
<td>SP _ XS</td>
<td>0.80</td>
<td>0.73</td>
<td>0.50</td>
<td>0.54</td>
<td>0.72</td>
</tr>
<tr>
<td>Test</td>
<td>1.05</td>
<td>1.08</td>
<td>0.73</td>
<td>0.49</td>
<td>—</td>
</tr>
<tr>
<td>SEG _ P</td>
<td>0.52</td>
<td>0.41</td>
<td>0.51</td>
<td>0.47</td>
<td>0.49</td>
</tr>
<tr>
<td>Test</td>
<td>0.73</td>
<td>0.56</td>
<td>0.73</td>
<td>0.65</td>
<td>0.47</td>
</tr>
</tbody>
</table>

COLUMNS AND ROWS

<table>
<thead>
<tr>
<th>Method</th>
<th>P1</th>
<th>P2</th>
<th>PZ IN C</th>
<th>PZ IN C</th>
<th>FE IN C</th>
<th>CE IN C</th>
<th>ORBITAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>TM</td>
<td>1.53</td>
<td>0.90</td>
<td>0.92</td>
<td>0.84</td>
<td>0.92</td>
<td>0.92</td>
<td>0.84</td>
</tr>
<tr>
<td>Test</td>
<td>1.32</td>
<td>0.93</td>
<td>0.95</td>
<td>0.85</td>
<td>0.96</td>
<td>0.93</td>
<td>0.95</td>
</tr>
<tr>
<td>SP _ P</td>
<td>6.44</td>
<td>5.53</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
</tr>
<tr>
<td>Test</td>
<td>6.66</td>
<td>5.78</td>
<td>0.91</td>
<td>0.90</td>
<td>0.97</td>
<td>0.93</td>
<td>0.90</td>
</tr>
<tr>
<td>SP _ XS</td>
<td>2.23</td>
<td>1.90</td>
<td>1.05</td>
<td>0.86</td>
<td>1.07</td>
<td>1.08</td>
<td>0.93</td>
</tr>
<tr>
<td>Test</td>
<td>2.65</td>
<td>5.47</td>
<td>1.18</td>
<td>1.07</td>
<td>1.36</td>
<td>1.35</td>
<td>1.12</td>
</tr>
<tr>
<td>SEG _ P</td>
<td>1.30</td>
<td>1.16</td>
<td>0.84</td>
<td>0.81</td>
<td>0.84</td>
<td>0.84</td>
<td>0.82</td>
</tr>
<tr>
<td>Test</td>
<td>2.01</td>
<td>1.68</td>
<td>1.03</td>
<td>1.03</td>
<td>1.02</td>
<td>1.03</td>
<td>0.97</td>
</tr>
</tbody>
</table>

moderate increase factor (of 1.06× to 1.24×) of rectification time. This is the case of the second-degree polynomial (which, not using DEM, becomes the fastest), of the flat Earth, and of the integrated polynomial methods.

The second group is made up of all the processes in which the curved Earth model intervenes, whose much greater calculation complexity practically doubles rectification time.

In these two groups, the method used in correction of the rows (P1, PZ1, or PZ2) involves very small increases in execution time.

The third group contains the orbital model, which proves to be extraordinarily slower, due to the enormous volume of calculation involved in it.

We should state, finally, that analysis of these data must be undertaken bearing in mind that, in writing the necessary rectification programs, the goal pursued was not optimization, but rather ensuring that the processes were as closely comparable as possible.

Conclusions

The improvement achieved by introducing relief into the corrections is numerically evident and methodologically notable. With a simple and easily implemented approach, we have achieved subpixel errors in columns and rows in all the tests carried out, even in the case of SPOT images with quite large lateral fields of view (10.4°) or in segments of four panchromatic images.

We could summarize the main characteristics of the proposed models as follows:

Simplicity: • The implementation of the necessary programs (adjustment on the basis of CCPs and rectification of images) is simple.
• The models are well-behaved outside the CCPs.

TABLE 4. PROCESSING TIME TO CORRECT A 1024- BY 1024-PIXEL IMAGE AND FACTOR WITH RESPECT TO P1, NOTATION IN TEXT.

<table>
<thead>
<tr>
<th>P1</th>
<th>P2</th>
<th>PZ IN C</th>
<th>PZ IN C</th>
<th>FE IN C</th>
<th>CE IN C</th>
<th>ORBITAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>1°25' × 1°00'</td>
<td>1°33' × 1°06'</td>
<td>1°52' × 1°22'</td>
<td>1°55' × 1°24'</td>
<td>1°42' × 1°14'</td>
<td>2°44' × 1°14'</td>
<td>2°45' × 1°16'</td>
</tr>
</tbody>
</table>
Fidelity: The models provide good accuracy; for both adjustments and tests we obtain subpixel RMS errors even for oblique SPOT images. The results are better than those obtained with the classic polynomial methods, and, for SPOT, almost as good as those obtained with orbital models.

Performance: Rectification takes place almost as quickly as with the classic polynomial models.

These characteristics lead us to suggest the application of these models in rectification of Landsat and SPOT images, with the following considerations:

Landsat: Although the improvement is not extremely important with respect to a second-degree polynomial, the mere fact of this gain and the more physical basis of the models with \( z \) make consideration of relief for obtaining columns advisable. We might further indicate that, if we had had CRPs on the highest peaks of the Pyrenees and in the deepest valleys, then the improvement noted would probably have been even greater.

SPOT: We found that the orbital model represented the most solid correction alternative, although it turns out to be much slower; if an orbital model is not available or if calculation time is a limitation, then the models posited represent an excellent solution, the more necessary the more oblique the image is.

With respect to the rows, it would seem that consideration of variable pitches provides slight improvements for both Landsat and SPOT, though it must be borne in mind that this requires the determination of six unknowns, compared to the three necessary in a first-degree polynomial.

For obtaining columns, the adoption of one of the three models which incorporate hypsometry into the polynomials will depend on our interests and calculation capacity; we nevertheless believe that the flat Earth model does not offer any special advantage and that the real difference arises between the polynomial model with \( z \) (very simple implementation, six unknowns, fast execution, and high reliability) and the curved Earth model (much more complex implementation, five unknowns, slower execution, and apparently better results). We decided to choose the polynomial model with \( z \), because the improvements which the curved Earth model seemed to provide in some cases were small in comparison with the advantages of the polynomial model with \( z \). We should nevertheless stress the need for carrying out tests when tackling models such as this one, very flexible due to the absence of explicit physical parameters. If a sufficient number of points is not available to carry out tests, work with the curved Earth model may be more reliable; besides, this model has one fewer unknown.

We should note, finally, that the incorporation of elevation values into geometric correction models has implications in the selection of CRPs, because the placing of points at very extreme levels (maxima and minima) not only does not distort the model but also proves to be a major factor for optimum adjustment.

### Appendix

**Derivation of the Displacement Assuming an Spherical Earth**

To facilitate the calculation, we assume that the Earth radius is constant. This is a feasible approximation because, for SPOT HVR or Landsat TM images, the Earth radius variations are insignificant. An average radius can be calculated based on latitude with the following equation:

\[
R = \left[ a^2 \cos^2(\text{Lat}) + b^2 \sin^2(\text{Lat}) \right]^{1/2} \tag{A1}
\]

where \( a \) and \( b \) are the major and minor Earth axes, and \( \text{Lat} \) is the latitude at the center of the image to be rectified.

A flat, Cartesian, and geocentric reference system is established, with the \( Y \) axis defined by a line linking the satellite with the Earth center, and the \( X \) axis crossing the Earth center orthogonally.

Following Figure A1, we name \( H \) the flight height of the satellite over the area of reference; \( S \) the position of the satellite; \( S' \) the position over terrain of the point to be considered; \( S'' \) the point at which \( S' \) is projected; \( z \) the elevation of this point; \( L \) the distance from the point to the nadir measured along the Earth surface from the sensor nadir on each row; and \( D_p \) the displacement due to relief, which we want to evaluate.

The displacement value \( (D_p) \) at a point due to the combined effect of relief and Earth curvature results in an arc defined by the angle \( (\alpha - \beta) \) on Figure A1. The angle \( \alpha \) is known from the distance \( L \) on the Earth surface; i.e.,

\[
\alpha = \frac{L}{R} \tag{A2}
\]

The line equation that links the sensor \( (S) \) and the point on the terrain \( (S') \) is

\[
y = ex + f \tag{A3}
\]

where

\[
e = \frac{\{R+H\} \cos(\alpha) - [R+H]/\vert\{R+H\} \sin(\alpha)\}}{\vert\{R+H\} \sin(\alpha)\}} \tag{A4}
\]

\[
f = R + H \tag{A5}
\]

Now we should calculate the intersection of this line with the the Earth circumference, but this is slow to calcu-
y = cx + d \quad (A6)

Letting \((X', Y')\) to be the base coordinates of the point \(S'\)
on the reference surface level, defined by the expressions

\[x_o = R\sin (\alpha)\]
\[y_o = R\cos (\alpha)\]

We can now deduce the coefficients \(c\) and \(d\)

\[c = -\tan (\alpha)\]
\[d = y_o - cX_o\]

\(\text{The coordinates} \ (x, y) \ \text{of} \ S'\ \text{corresponding to the intersection between the two lines, can be calculated with the expressions} \)

\[ex + f = cx + d\]
\[x_r = (d - f)/(e - c)\]
\[y_r = e\cdot x_r + f\]

\(\text{The displacement value can be finally calculated with} \)

\[Dp = [(x_s - x_o)^2 + (y_s - y_o)^2]^{1/2} \quad (A14)\]
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